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Abstract With the growing power and
shrinking cost of personal computers, the
avaiability of fast ethernet interconnec-
tions. and public domain software packages.
it 15 now possible to combine them to build
desktop parallel computers (named Beowulf
or PC clusters) at a fraction of what it
would cost to buy systems of comparable
power from supercomputer companies. This
led us to build and assemble our own sys-
tem. specifically for climate ocean model-
ing. In this article. we present our experi-
ence with such a system. discuss its network
performmance. and prooide some performance
comparison data with both HP SPP2000
and Cray T3E for an ocean model used in
present-day oceanographic research.
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1 Introduction

Beowult class svstems conxisting ol clusters ol
off-the-<hell PO are beeomine a resular fix-
tures in research and industeial computing.
Pradditional supercomputers are refrigerator-
sizeccabanets that contain thonsands of micro-
processor~.  Tliese ~supercotiputers are bnih
with spectidized components and ~oftware that
can be operated only by oexpert techiicians

and programimers. hese nachines usuallhy
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have their own cooling systems. require large
amounts of electricity and cost tyvpically more
than %1.000.000. The Beowulf approach repre-
sents a new business model for acquiring com-
putational capabilities. particularlv for small
to medium sized applications.
ments rather than competes with the more cou-
ventional vendor-centric syvstems-supplier ap-

[t comple-

proach.

At Jet Propulsion Laboratory {JPL). the
ocean modeling group recently decided ro build
its own Beowulf svstem. the first one to built
inhouse. mainly to run our increasingly com-
plex ocean models. This svstem consist= of 13
Intel Celeron Pentium 1l PC7s running at 300
mhz. interconnected by a 100 mbs fast ether-
net network. with a total price of about 326K.
The popular Linux was chosen to be the op-
erating svstem, and being publiclv available.
enabled much of the needed <upporting soft-
ware to be downloaded from the internet free
of charge. The communicating programmniing
model of cholce was the message passing nter-
face or MPL due 1o its portability. The ocean
model 1o be tested will be based on the Paral-
el Ocean Prooram i POP;. which has been ex-
tensivelv ased at JPL o the Cray 13D 1 and
HE SPP2000 parallel computers 90 Tt is autie-
ipated that we can pertorm small to medinm
size ocean modeline applications on such o Be
ow it clusters which is complemented by the

cottmercial massively parallel computers tor



Farge and exiremelv Laree sized (killer) applica
Vions. The objective of this arcticle is 1o assess
the performance of anr network and present
~ome performance comparison dataowith botl,
FEPSPPP2000 and Cray 131 using application

rans from our ocean model programs.

2 Setting Beowulf

Cluster

up the

Documentation for setting np a Beowulf cluster
are widelv available from various sources. and
our setup mainly followed that in the "How to
Build a Beowulf. A Tutorial™ [1] by P.Angelino
et al.  All machine parts were ordered from
local commercial vendors and brought in to
JPL for assembly. Most of the parts ordered
were identical to that specified in [11. with the
exception of onrs having faster Pentium chip
iPII Celeron). more RAM memory {168mb).
targer disks (1.3 Gb). and different network
cards (3Com 903B-TX Boomerang) and switch
(24 port Superstackll 3300). We also have the
benefit of a newer version of the Linux op-
erating svstem (Redhat 3.0j. which was pur-
chased with the Extreme Linux CDROM from
Redhat Svstems for less than S30. Installa-
tion of the operating =vstem on the main disk
went as planned. the machine booted up as ex-
pected. The first major problem encountered
was the discovery that the 309038 network
card drivers were not available on the CDROM
distribution. A quick search thru the internet
led to Donald Becker's site at Goddard Space
Flight Center. who recently made available his
latest version (v0.991 of the network driver
that does support this new card. [t was now
aorontine matter to compile this new driver.
and to install this as w module 1o 1he kernel.
\ =ertes of tweaks followed o order maximize
the network performance. and we fonnd that
it order for the cant 1o detecr a TOUmMbs net-
work hink. the followine mnst he modified i

Phe 3e30x driver code:

17 100ha=e TN MNedin k. 0x02,
NCVER L00basel oo HZ T

where T was chaneed to 10 which allowed the
card o little more Hime to detect the default
ink beat. The next tmajor problem was how to
clone the st working svstem to the 12 others,
without havine to remove the hard drive and
do add each time. as done in [1]. A few hours
ot rescarch {again thrn the internet) provided
ns with the idea of using the Trinux ( a diskless
version of Linux. residing completely in RAM
space) as a starting point for the cloning proce-
dure. The basic step of this process starts with
installation of the Trinux on the new machine
from a floppy drive. which included the drivers
for the SCSI disk and network card. After the
partitions were setup properly on the new ma-
chine. the network driver is loaded. and a TCP
connection is started with the machine to be
cloned. The entire filesvstem was then copied
with the cpio command. This method is defi-
nitely faster than using dd with large disks. as
cpio is quicker. and has the major advantage of
not having to disconnect the hard drives. With
all 13 systems up. connected. and running. the
last major task was to setup the automount
file sharing system. This proves to he routine.
as the documentation provided with the amid
software was sufficient.

The Extreme Linux CDROMN comes with
both LAN and MPICH version of the MPI par-
allel programming model. and we decided to go
with the MPICH version. due to onr previons
experience with this software. We downloaded
a later version (1.2) of MPICH from the Ar-
gonne National Labs website, and installed the
program. An 90 compiler wax also needed for
compiling onr ocean parallel programs, and the
Absoft 90 compiler wax our choice,

3 Network Performance

We decided to first examine the network per-
formance of this machine, u=ing a similar resrs
as done in 2 | e [velie machine JP1-
fre~t Beowudl, boilr ar Caltechn network brer-
face cards o NTC=y are D-link cards with Talin
chipset. while we mentioned hefors that onr-

are 3C0058- TN Boomerangs, Comparing the



Figure 1: Sockets vs. MPI throughput perfor-
mance

results with those obtained in 27 with the JPL
Hyglac beowulf cluster (Figure 1. the netperf
program for BSD socket tests showed that our
network has a higher throughput for packet
size of less than 312 bytes. and reaching close
to its peak rate by the time the packet size
hit 125 bytes. The peak rare of 9.X7 Mbvtes/s
however was significantly less than the 1.
Mbyres, s observed with Hyvelac network. For
MPI send and receive performance. onres show
<lightly betrer rates for up to tkbvtes packet
sizes, and at GIKbyres and 12%Kbytes packets.
There is a rather precipituous drop in perfor-
mance between Nkbvres and 32Kbyvtes packet
sizes. and then moving back up to a peak rate
of 7.3 1 Mbytes/x for 236 Kbyvtes packet. though
the range where this rate drop ocenrred at a
different location tar rhe dyelae network {be-
tween 32Kbytes and 12xKbyviesis with maxi-
mum recorded rate of 53 Mbytes <0 Possible
caises ol this rate ~l['np are socket butfer size
and ethernet segment ~ize 27 though the exact
canse has vet 1o be determined. However, it is
clear ar this potnt that i s dependent on the
ivpe of N seds Tn sammary s onr machine
will pertorm better vhan Hyvalae on proeran-

cotmnnicating with poeketsless than § Kbhotres

T ~ize.

4 Description of the Ocean

Model

Flhie  Ocean Circalation  Maodel
(OGON) s based on the Parallel Ocean
Program (POP) developed at Los Alamos
National Laboratory [3].
evolved  from the Brvan-Cox  3-dimensional

(;i'!w{'(’li

This ocean model

primitive equations ocean model [£3]. devel-
oped at NOAN Geophysical Fluid Dynamices
Laboratory ({GEFDL). and later known as the
Semtner and Chervin model or the Modular
Ocean Model (MOM) [6].
are hundreds of users within the so-called
Bryan-Cox ocean model family. making it the
dominant OGCM code in the climate research
community. Furthermore. this inodel has been
subjected to a high degree of optimization on
parallel machines over the last few vears [7{8].

The OGCM solves the 3-dimensional primi-
tive equations with the finite difference tech-

C'urrently. there

nique.  The equations are separated into
barotropic {the vertical mean} and baroclinic
{departures from the vertical mean) com-
ponents.  [he baroclinic component is 3-
dimensional. and nses explicit leapfrog time
stepping. It parallelizes veryv well on massively
parallel computers. The barotropic component
i 2-dimensional. and solved implicitlv. [t dif-
fers from the original Bryvan-Cox formulation
in that it removes the rieid-lid approximation
and treats the sea surface height as a prog-
nostic variable (i.e.. free-surtace). The free-
surface model is superior to the rigid-lid model
becanse it pravides more accurate solution to
the governing equations.  More importantly,
the Tree-surface model tremendonsly reduces
the elobal commnnication otherwise required

by the rieid-tid model.

5 Results on the Beowulf

Cluster

At the core of onr ocean model s the [».H'.xf—
fol (‘Ull‘}?l:;xll':!'LI'“!‘IIT ‘U[\z'['('u(it‘ =ed 1o solve
the harotropie component of the model. We

areinterested nothe iu-r‘f])l'rxx‘lllt't‘ ol this ~ohver



codewhich conprizes mneh of the compnta
Pion and communication routines of the model
ot differcut paradlel machines. Fach of the ma
chine compared 1o rns 1S own implementa
tion of the MP1 message pas-ine architectire,
The model arid <ize chosen for testing s a 2
degree | elegree global ocean model with 150
< INO horizontal grid points and 20 vertical
levels. which is the largest <ize that ecan fit
v onr Crav 'T3E memory for o two PE .
The POP 2-dimensional solver code nses a 9
point stencil scheme with diagonal precondi-
tioning.  The ppert package.which takes ad-
vantage of the special Model Specific Register
(MSR) of the Pentium processor. is used to
obtain accurate time and floating point oper-
ations (FLOP) count for each iteration of the
solver. [t nsually rakes several iterations for
the solver to complete one timestep of a model
rin. Le. for the solution to converge. Perfor-
mance speed is defined as

‘ FLOP per timestep
Speed =

execution time per timestep

and averaging this over the total number of

timesteps. To examine the differences in the
Hop rate. we also looked at the ratio of compn-
tation 1o communication for the current prob-
lenn grid zize. shown below in colnmu 3. Single
node performance resilts for the <olver running

on two processors are as follows:

- Machine | Speed {Mftop, <: ‘L Ratio WJ
¢ Beowulf 11.9 P 3.25 0 1
CCrav T3E | 22T 3701
 Exemplar 39.1 0.57 0 |

Fable 10 Solver performance

he HP Exemplar i~ an SPP2008 machine
powered by the PA SO00 RISC chip runnine
HPTN D with w peak top rate o 720 NMilop .
[t~ pProcessars are conpected vie s toroidal i
tereonnect it o cache cohoren D nonanitorn
memory-aceess e NUNET arehitectnre. Oy
the other hand. the T3E uses thie DEC Npha
chip and raos oo UNTCOSMEK, with a0 peak

speed of G600 NHlop. s

nected by hieh bandwidih, low-Lateney hidi-

[he Alplias are con-

rectional 31 torns svstem interconnect net-
work. [he hest aoptimization llags available are
applied to the compiler for each of 1he above
machines. Becanze ol the communication over-
heads. the net flop rate given above is lower
than the actnal flop rate in accordance with
the amonui of thne spent doing the communi-
cations,

Giiven that the computation to communica-
ton ratio s ahont the same for the Beownlf
anid the T3E. the Beownlf flop rate is close to
what was expected with its peak flop rate of
about 300 Mflop/s. half that of the T3E. On
the other hand. It is notable that on the Ex-
emplar. the model spents more of its time on
commuunication relative to the other two ma-
chines. .wirh the faster performance due to the
Exemplar’s coherent memorv caches [art least
within a hypernodej. This explains why the
Exemplar flop rate is so much higher than ex-
pected from its peak flop rate. which is only
about 2.1 times faster than the Beowulf peak
flop rate. We also looked at the solver speedup
measurements for the above arid zize. shown in
Figure 2. using the above two PE rin as the

baseline.

Freare 20 solver specdup compari=on ciures

Frows the teare, we see that the Beownlt



~peedup s comparable to that of the U316 The
Foxemplar exhibits an interesting superlinear
speedip with the nmmber of processors, which
woe attribite to the intrabvpernode memory
caching o communicating data. Overall, we
see that the Beowull cluster performs lavor-
ablv i comparison. and cost abont [0 times
less per node than cach of other two machines.

Finallv, to convinee ourselves and others
that an actnal model run s feasibie. we setnp
an experiment with the POP model, using re-
alistic topography and forcing the model with
real ocean wind. (from the European Centre for
Medium Range Weather Forecast (ECMWE),
salinitv. and temperature {Levitus) data. The
model domain ranges from 100E to 130E and
) to 30N (closed wall on all four sides), with a
resolution of 1/3 degree x 1/3 degree .and 20

vertical levels. The sea level output at the end
of a 120-day run is shown in Figure 3.

Fienre 30 Nea level ontput at end of 120-dayv
model run. with color seale ranging from purple

owest i to pillk ihiehesty.

6 Conclusions

Beawnll clas- PO clustors are well suited tor
ocean wodeling applications. especially tor

skl o medinm sized problemss With the

current treads o PO priving and CPL perfor
mance, the Beownlf compnting paradigm =eem
destined only 1o erow inosuitabilite, The at
fractive price-to-performance ratio means sieh
machines are likely to be aronnd (or research
and many other non time-critical applications.
Another major advantage in favor of <uch
cluster 1= the ability to use it as o dedicated
machine withont sharine computing resonrces
with many u=ers. as t= currently the case with
large expensive machines. OQur PC cluster is
definitely not the best in quality that can be
assembled, but certainly qualifies as a one of
the least expeusive {in the Los Angeles area).
if not the least expensive one in terms of per-
formance. It is not difficult to imagine a pas-
sionate ocean modeler having a hard time de-
ciding whether to put a Honda or a Beownlf in
his/her own garage.
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